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Abstract

The sensing process of large-scale LiDAR point clouds
inevitably causes large blind spots, i.e. regions not visible
to the sensor. We demonstrate how these inherent sampling
properties can be effectively utilized for self-supervised rep-
resentation learning by designing a highly effective pre-
training framework that considerably reduces the need for
tedious 3D annotations to train state-of-the-art object de-
tectors. Our Masked AutoEncoder for LiDAR point clouds
(MAELI) intuitively leverages the sparsity of LIDAR point
clouds in both the encoder and decoder during reconstruc-
tion. This results in more expressive and useful initializa-
tion, which can be directly applied to downstream percep-
tion tasks, such as 3D object detection or semantic seg-
mentation for autonomous driving. In a novel reconstruc-
tion approach, MAELI distinguishes between empty and oc-
cluded space and employs a new masking strategy that tar-
gets the LiDAR’s inherent spherical projection. Thereby,
without any ground truth whatsoever and trained on single
frames only, MAELI obtains an understanding of the under-
lying 3D scene geometry and semantics. To demonstrate the
potential of MAELI, we pre-train backbones in an end-to-
end manner and show the effectiveness of our unsupervised
pre-trained weights on the tasks of 3D object detection and
semantic segmentation.

1. Introduction

Thanks to recent large-scale and elaborately curated
datasets, such as the Waymo Open Dataset [35], we have
witnessed tremendous progress in a diverse variety of 3D
perception tasks crucial for autonomous driving. However,
even with the aid of such cost-intensive datasets, models
remain only transferable to other domains while suffering
significant performance drops [40].

Self-supervised representation learning (SSRL) provides
a technique to reduce the costly labeling effort. The overall
idea is to learn a universal feature representation in an unsu-
pervised way, that is later utilized for a specific downstream
task, such as object detection. One of the most common

Figure 1. Reconstructed point cloud. In contrast to existing self-
supervised representation learning (SSRL) approaches which sim-
ply reconstruct the initial point cloud (gray), MAELIi learns an
expressive feature representation which captures the full geomet-
ric object structure of objects, without any ground truth labels.
For visualization purposes, we color-coded the points by their z-
coordinate and removed the reconstructed ground plane.

approaches in 3D is to learn representations via point cloud
reconstruction [1,25,30,37,38,41,56]. There, the task is
to restore removed parts of a point cloud and thereby learn-
ing an implicit understanding of the scene and the object’s
geometric structure. This is especially useful for full 3D
point clouds generated from CAD models, such as Model-
Net [44] or ShapeNet [6]. Recently, these methods were
adapted for large-scale point clouds within the automotive
domain [17,27,37].

Existing SSRL approaches, however, neglect inherent,
but fundamental properties of LIDAR point clouds: i) We



cannot sense beyond a hit surface (i.e. we are limited to
2.5D perception), and ii) LIDAR sensors have a limited an-
gular resolution. In this work, we adapt to these proper-
ties and propose MAELI, a transformer-less masked autoen-
coder (MAE), which does not simply follow the straight-
forward methodology of reconstructing the original LIDAR
point cloud. Instead, we present a novel reconstruction ap-
proach that allows us to go beyond the (visible) points. As a
result, MAELI learns how objects look like from any view-
ing direction, which leads to strong pre-training weights
with favorable generalization capabilities. As illustrated in
Figure 1, it implicitly learns to reconstruct entire objects
whilst training on single frames and in a genuinely unsu-
pervised way without any ground truth whatsoever.

Intuitively, we explicitly distinguish occupied, empty and
unknown space. When tracing the path of a LiDAR beam
from the sensor to an object (and back), the intervening
space is considered emitpy, the object itself is occupying
space at the point of impact and the space behind the object
is unknown due to occlusion. Moreover, no conclusions can
be made about the regions that were not covered due to the
limited resolution of the LiDAR. Thus, we task our model
with reconstructing removed parts of the point cloud, but
we do not penalize it for the completion of structures in un-
known regions, i.e. occluded or unsampled areas.

During training, the model encounters a wide range of
objects, differing in pose and sampling density. Despite the
missing labels, our unique objective allows the model to re-
construct whole objects, i.e. implicitly capturing the entire
geometric structure. In this process, MAELIi learns a repre-
sentation that more closely align with the underlying geo-
metric structure, rather than simply mimicking the specific
sampling patterns observable in a LiDAR point cloud.

For evaluation, we select the most predominant auto-
motive perception tasks, i.e. object detection and semantic
segmentation. Our memory-efficient, sparse decoder struc-
ture enables efficient pre-training of state-of-the-art object
detectors in an end-to-end fashion on a single GPU. In
extensive experiments on the Waymo Open Dataset [35],
KITTI [2, 12, 24] and ONCE [26], we demonstrate that
MAELI is highly effective for pre-training various state-of-
the-art 3D detectors and semantic segmentation networks.

In summary, our contributions are threefold:

* We propose a LiDAR-aware SSRL approach to pre-
train 3D backbones applicable to various architectures
and downstream tasks.

* We introduce a novel masking strategy and reconstruc-
tion loss for unsupervised representation learning, es-
pecially designed for LIDAR properties.

* We show the effectivity of our pre-trained, visually
verifiable representation improving several baselines
for 3D object detection and semantic segmentation.

2. Related Work

SSRL for 2D Imagery and 3D Points Clouds: Self-
supervised representation learning strives to learn benefi-
cial representations before introducing any supervision in
the form of manually labeled ground truth data. These rep-
resentations are utilized to improve the results on respective
downstream tasks or to reduce the required amount of la-
beled training data.

Contrastive learning approaches task a model to main-
tain similar embeddings for the same data instance when
transformed with different augmentations. Consequently,
different data instances should lead to diverging embed-
dings. Initially applied to 2D imagery [8, 16, 18,39], these
methods were also adapted for point clouds [21,23,28, 29,

,31,42,46,54,58]. Naturally, the granularity of the in-

duced consistency loss defines the semantic level on which
the model agrees upon. In other words, contrastive learn-
ing on a global embedding describing an entire image or
point cloud is more suitable for downstream tasks like clas-
sification. Tasks like object detection or semantic segmen-
tation, however, necessitate a more fine-grained treatment.
The causality dilemma is to sample semantically coherent
regions with a proper level of detail without knowing what
is semantically coherent. For example, Yin et al. [54] gener-
ate proposals via farthest point sampling and ball queries af-
ter removing the ground plane. TARL [29] and STSSL [43]
extend the analysis to multiple time frames to cluster ob-
jects of interest, requiring the use of globally registered
point clouds. This added temporal dimension introduces an
additional layer of information, distinguishing them from
single-frame based methods.
SSRL via Reconstruction: Recently, generative self-
supervised representation learning approaches have been on
the rise. One of its most successful concepts is the de-
noising autoencoders. Based on the encoder’s output em-
bedding, the decoder is tasked to reconstruct the denoised
input and if successful, the encoder is forced to learn a
useful representation resilient to noise. Especially the re-
construction of a masked input gained huge traction across
various domains of application, among others like natural
language processing (NLP) [11] and 2D imagery [15] also
on point clouds. The predominant research focus started
on learning representations on full 3D, synthetic or indoor
datasets [7, 13, 19, 25, 30, 38, 49, 52, 56, 57], e.g. Model-
Net [44] or ScanNet [10].

Recently, a few works consider LiDAR point clouds,
such as [17,27,37,45,48,51]. Xie et al. [45] require full
supervision, whereas we do not need any labels for pre-
training. MV-JAR [48] tasks a backbone to reconstruct
voxel’s masked positional encoding and inner point distri-
bution, enforcing the network to reconstruct the exact sam-
pling pattern. In Occupancy-MAE [27], the authors use an
MAE-approach to pre-train common 3D voxel backbones
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Figure 2. Schematic overview of our MAELI pre-training. The task of our sparse decoder is to reconstruct the missing parts of the masked
input point cloud. Thereby, the encoder is forced to learn a reasonable representation usable for a downstream task, e.g. 3D object detection.
Since we do not penalize our network for reconstructing voxels at areas not visible to the LiDAR, after seeing numerous different samples,
it learns to reconstruct occluded parts without any ground truth labels, leading to a more expressive feature representation. The ground

plane has been removed for visualization purposes.

without the bird’s-eye view (BEV) encoder, while GD-
MAE [51] introduces a newly developed elaborate multi-
stage transformer. Both approaches employ a dense decoder
and do not differentiate between the empty and occluded
spaces inherent in a LiDAR point cloud. In contrast, our
reconstruction strategy combined with our sparse decoder
enables us to pre-train the entire encoder of the most com-
mon 3D object detectors without penalizing reconstruction
in unsampled areas on a single GPU.

Only a few studies consider the inherent properties of a
LiDAR point cloud, i.e. its sampling resolution and 2.5D
perception. In this context, Wang et al. [38] synthesize oc-
clusions on small-scale full 3D point scans and leverage
this to pre-train an encoder. Hu er al. [20] generate vis-
ibility maps via raycasting to mitigate inconsistent object
augmentation [50], serving as an additional input to a de-
tection network. Xu et al. [47] enhance ground truth ob-
ject points by grouping similar instances and utilize them to
train an auxiliary task, estimating the likelihood of an oc-
cluded area being occupied by an object. GeoMAE [37]
proposes a masked autoencoder, which is trained to recon-
struct underlying point statistics and surface properties, i.e.
an estimation of normal and curvature based on neighbor-
ing voxels. ALSO [3], most closely related to our approach,
employs SSRL via surface interpolation. It generates query
points along LiDAR rays situated in front and behind the
detected hits and instructs the network to predict the occu-
pancy of these selected points, treating occluded areas as
occupied. While this strategy is straightforward, it may en-

counter limitations in a multi-LiDAR setup on the ego ve-
hicle, a configuration notably utilized in the Waymo Open
Dataset [35]. In comparison, our approach is capable to
handle such complex scenarios robustly and can implic-
itly learn geometric structure beyond sampled query points.
The self-supervision tasks of both, GeoMAE and ALSO,
are deemed achieved once the network is able to interpo-
late the underlying surface. While the resulting feature rep-
resentation already shows promising results, our LiDAR-
aware reconstruction demonstrates further improvements as
our model inherently captures the whole object geometry.

3. MAE for Large-scale LiDAR Point Clouds

We aim to significantly reduce the expensive labeling ef-
fort for large-scale LiDAR point clouds via self-supervised
representation learning (SSRL). We build upon the suc-
cessful masking and reconstruction paradigm, but address
the fundamental limitation that existing approaches primar-
ily focus on reconstructing the original input point cloud.
While this strategy is effective for full 3D models, such
as those generated by CAD renderings [0, 44], it limits the
usefulness of the learned representation for LiDAR point
clouds in two principal aspects.

First, the limited angular resolution of a LiDAR sensor
induces gaps between the LiDAR beams. Simply recon-
structing the original point cloud would mean to penalize
the model for (correctly) reconstructed points in these gaps.
Second, a single LiDAR sweep cannot capture objects fully.
Once a beam is reflected by a surface, the sensor is unable



to capture any spatial information from objects situated be-
hind that surface. Thus, models based on standard recon-
struction are penalized for completing occluded parts and,
as a consequence, hindered from inherently understanding
the underlying objects and learning implicit contextual in-
formation. With MAELI, we address these challenges by
introducing our LiDAR-aware loss. Rather than penalizing
uniformly, this loss specifically targets known regions sam-
pled by the LiDAR.

While our approach is versatile and can be applied to
a wide range of tasks, we chose to demonstrate its efficacy
specifically on 3D detection and semantic segmentation due
to their paramount importance and widespread application
in the field. For 3D detection, we pre-train the encoder by
attaching a reconstruction decoder to its final layer. Once
pre-training is complete, we discard the decoder and uti-
lize the encoder’s weights as an initialization for the subse-
quent detection task. For semantic segmentation, we use the
weights of both the encoder and decoder as an initialization
for downstream fine-tuning. This is illustrated in Figure 2.

In the following, we briefly explain our sparse decoder
(Sec. 3.1), before describing our reconstruction objective
(Sec. 3.2) and masking strategy (Sec. 3.3).

Definitions & Notations: Utilizing sparse operations, a
voxel position is considered active if any of its correspond-
ing features deviates from zero and is consequently included
in the computation process. Only the active sites are actu-
ally stored in memory. Furthermore, we follow the com-
mon notation, e.g. [9], for sparse convolutions, where the
voxel/tensor stride s refers to the distance between two vox-
els w.r.t. the highest voxel resolution along each axis. For
example, applying two (or three) 3D convolutions with a
stride of 2 leads to a feature map with a tensor stride of 4
(or 8). A downsampling step increases the stride, while an
upsampling step decreases it.

So, let VB = {vF®}._| /5. be the MES active
voxel positions of a certain tensor stride s in the sparse en-
coder and VP* = {vPS},_, 5. the MPS active voxel
positions in the sparse decoder, where v; € R3. To avoid
cluttering the notation, unless stated otherwise, V° and v§
imply the decoder and default to V5 and vzp . respec-
tively.

3.1. Sparse Reconstruction Decoder

Our goal is to obtain more expressive feature representa-
tions by pre-training the entire backbone for the respective
downstream task. Contrary to existing sparse, voxel-based
encoder/decoder structures for LiDAR point clouds, such as
Part-A? [33], we must address a key difference. The typical
approach involves voxelizing and processing the sparse data
via dedicated sparse convolutions (SCs). Unlike its dense
counterpart, a SC is only applied if the kernel covers any

active sites. Even with small 3 x 3 kernels, these active
sites dilute rapidly, escalating computational effort. Thus,
methods like [32, 50, 55] use submanifold sparse convolu-
tions (SSCs) [14], where the kernel center is placed only on
active sites, considering only active sites covered by the ker-
nel while maintaining favorable memory consumption. The
decoder then re-uses the active sites of the respective en-
coder layer during upsampling. This, however, renders the
common upsampling schema ineffective for reconstructing
voxels not present in the encoder, making it unsuitable for a
reconstruction task.

To perform reconstruction on a point cloud, we require
a decoder that can also restore the removed voxels and ex-
pand beyond the active sites present in the encoder. Dense
upsampling to the original spatial resolution is a possibility,
but it is rather impractical for pre-training larger architec-
tures on limited hardware setups due to excessive memory
and computational demands. Thus, we allow each upsam-
pling layer to grow (cubically), but add a subsequent prun-
ing layer that learns to remove redundant voxels, as illus-
trated in Figure 3. For this, we leverage the idea of small-
scale point cloud reconstruction [9] and apply a 1 X 1 con-
volution to the sparse feature map that learns the pruning.
This way, the decoder is able to reconstruct and complete
parts of the point cloud, while the pruning layer removes
superfluous voxels. To obtain stronger feature representa-
tions, we propose an extended reconstruction objective in
the following.

3.2. Reconstruction Objective

We formulate our reconstruction objective to incorpo-
rate a deeper understanding of the underlying environmen-
tal structure. Intuitively, it should be more straightforward
for the model to grasp the complete appearance of a car
rather than merely reconstructing specific points captured
by LiDAR beams. Moreover, the pre-trained representa-
tion should be more closely aligned with the objectives of
downstream tasks, e.g. fitting a 3D bounding box around an
entire car. Consequently, during the reconstruction within
the decoder, we distinguish three categories of voxels: oc-
cupied, empty, and unknown. These categories are depicted
in Figure 4.

Occupied voxels contain surface points from the original
point cloud (before masking) and should thus be part of the
reconstruction. Empty voxels are the ones traversed by the
LiDAR beam without hitting any surface and thus, should
remain empty. Finally, we categorize a voxel as unknown
if neither of the first two cases applies, i.e. these are either
occluded or were not sensed by the beam due to the limited
angular resolution. This categorization enables the recon-
struction to grow beyond the initially sensed point cloud.
Intuitively this makes sense, since it is counter-productive
to punish the network for reconstructing points not sampled



Upsampling Pruning

VD’4

Upsampling Pruning

Figure 3. Reconstruction of an actual car within our decoder. An upsampling step halves the voxel stride and voxel size and increases
the number of voxels. Subsequently, superfluous voxels are removed during the pruning step. We cropped the car and color coded the

z-coordinate for visualization purposes.

by the LiDAR, even if they are part of the underlying object.

We observe that the discrete voxelization can cause in-
accuracies, especially at low resolution voxel grids. To mit-
igate this, we reduce the loss for an empty voxel via the
perpendicular distance d§ from the voxel center v§ to the
closest LIDAR beam. More formally, we define the weight
w§$ for a voxel as

0 if v¥ is unknown,
wi =<1 if v§ is occupied, (D)
od5 . .
1— =5 ifviis empty,
v

where d} denotes the length of a voxel diagonal at stride s.
Note that a setup with multiple LIDARs (e.g. Waymo [35])
can simply be handled by iterating the categorization pro-
cess for each LiDAR. There, the number of unknown voxels
would be reduced due to the additional LiDAR sensors.

We require the same categorization for voxels of lower
resolution and larger strides, respectively. For example,
a voxel of stride s spatially covers eight voxels of stride
s/2 after upsampling (see Figure 3). Here, however, we
need to consider that if a low-resolution voxel is pruned,
it can no longer generate a self-supervision signal for its
higher-resolution voxels during upsampling. Thus, a low-
resolution voxel is considered occupied if it incorporates
any high-resolution occupied voxel (red square in Figure 4).
Similarly, it is unknown (gray square) if it incorporates any
unknown voxel but no occupied ones. Otherwise, the low-
resolution voxel is categorized as empty.

In summary, the objective during self-supervised pre-
training is to correctly classify whether a voxel is occupied
or empty, while not penalizing unknown ones. For this, we
use a weighted binary cross-entropy loss

MS
1
L=-=) "> wfl, with 2)
M seES i=1
I; = [y; loga$ + (1 —y;7) log(1 — 23)], 3)

where S denotes the set of all strides; M is the amount of all
occupied and empty voxels in the decoder; y7 is the actual

occupancy of the voxelized input point cloud, i.e. 1 if v§ is
occupied and 0 otherwise; and zf is our model’s predicted
occupancy probability. In other words, we penalize each
pruning step for removing occupied and maintaining empty
voxels, but we do not induce any loss for unknown voxels.

3.3. Masking Strategy

In methods applied to small-scale full 3D point clouds,
a common masking strategy is to apply Farthest Point Sam-
pling (FPS) and the K-Nearest Neighbor algorithm to create
overlapping patches [30, 56], which are then randomly re-
moved. Applying FPS to LiDAR point clouds would, how-
ever, predominantly pick isolated points, which are usually
single outliers far off. Masking these would not be benefi-

Figure 4. A loss should only be induced for voxels, where we
actually know whether the space is empty or not. LiDAR beams
traverse empty voxels (blue) until they hit a surface, i.e. an occu-
pied voxel (red). All other voxels are considered unknown. The
loss for an empty voxel is weighted by the proximity of its center
to the nearest beam (different shades of blue) to counter inaccura-
cies due to discrete voxelization.



cial to learn a strong feature representation, as such outliers
usually do not correspond to real scene structures and have
only few neighboring points. Instead, we exploit the vox-
elization step already in place and randomly mask voxels.

Furthermore, consider the sampling resolution of a stan-
dard spinning LiDAR sensor: It sends out multiple beams,
waits for their return and then derives the distance to a hit
obstacle, i.e. the range, from the elapsed time. Every beam
has an inclination and rotates around a common vertical
axis, defining an azimuth. Since two specific beams enclose
a constant angle, the spatial resolution and thus, the number
of points decreases with the distance to the hit object. Con-
sidering SSRL via point cloud reconstruction, there is less
self-supervision with increasing distance to the sensor.

Intuitively, if we remove points from nearby regions,
such that they look similar to sparser regions further away,
the model should be able to better generalize to these. We
incorporate this spherical masking idea by reducing the an-
gular resolution in both, azimuth and inclination. To do this
efficiently, we subsample the LiDAR’s range image. In par-
ticular, we randomly sample two integers 1 < m,.,m. < 4
and filter all rows r and columns c of the range image
for which » mod m, # 0 or ¢ mod m. # 0, respec-
tively. For example, using only every second row and col-
umn halves the angular resolution. This way, an object is
sampled as if it would have been further away, but we are
able to induce a stronger self-supervision signal during our
reconstruction task.

4. Experiments

We demonstrate our MAELI pre-training by focusing on
key tasks in automotive perception, namely object detec-
tion (Section 4.1) and semantic segmentation (Section 4.2).
To validate our approach, we employ a range of archi-
tectures and pre-train them on widely-recognized datasets
in these domains. Specifically, we use the Waymo Open
Dataset [35], KITTI [2, 12,24] and ONCE [26] datasets.

We compare against state-of-the-art approaches and, un-

less stated otherwise, report their official results, taken ei-
ther from official benchmarks or the corresponding publica-
tions. An additional ablation study to isolate the contribu-
tions of various components in our methodology is provided
in the supplementary material.
Implementation Details: We integrate MAELI into the
OpenPCDet [360] framework (v0.5.2) and employ the
Minkowski Engine [9] to design our sparse decoder. We
use a voxel size of [0.05,0.05,0.1], [0.1,0.1,0.15] and
[0.1,0.1,0.2] for KITTI, Waymo and ONCE, respectively.
Given the respective architecture and dataset, we pre-train
for 30 epochs without any labeled ground truth. We use
Adam [22] and a one-cycle policy [34] with maximum
learning rate of 0.003. We conducted all experiments on
a single NVIDIA® Quadro RTX"™ 8000.

Method \ Pre-train mAP Car Pedestrian  Cyclist
SECOND [50] - 65.35 81.50 48.82 65.72
+ ALSO [3] nuScenes 68.07  81.78 54.24 68.19
+ ALSO [3] KITTI3D  67.68 | 81.97 51.93 69.14
+ ALSO [3] KITTI360  68.31 81.79 52.45 70.68
+ MAELIi Waymo 69.05 81.70 54.34 71.11
+ MAELIi KITTI3D  68.18  81.37 54.37 68.80
+ MAELIi KITTI360 | 69.51 81.51 54.74 72.28
PV-RCNN [32] - 70.57  84.50 57.06 70.14
+STRL [21] KITTI3D 7146  84.70 57.80 71.88
+ GCC-3D [23] Waymo 71.26 - - -

+ PropCont [54] Waymo 7292 84.72 60.36 73.69
+ ALSO [3] nuScenes 72.53 84.86 57.76 74.98
+ ALSO [3] KITTI3D 7276  84.72 58.49 75.06
+ ALSO [3] KITTI360 7296  84.68 60.16 74.04
+ MAELIi Waymo 72.15 84.80 57.46 74.18
+ MAELIi KITTI3D  72.58  82.94 59.51 75.29
+ MAELIi KITTI360 | 73.43  84.71 62.29 73.27

Table 1. Performance comparison of pre-trained weights fine-
tuned on the full KITTI 3D training set for SECOND and PV-
RCNN. Results are reported on the KITTI 3D val set using the
standard 40 metric.

4.1. 3D Object Detection

Our pre-training methodology MAEL. is well-suited for
3D object detectors as our loss formulation lets the model
learn how an object should look like. These pre-trained
weights generalize well across datasets and allow for data-
efficient fine-tuning of a detector on a target dataset.

For 3D detection, we design a sparse decoder with four
blocks, each inverting one downsampling operation of the
encoder (exact architecture in the supplementary material).
We pre-train the entire encoder including the dense BEV
backbone [50]. Therefore, to utilize the sparse processing
capabilities of the decoder, we take the active voxels from
the last layer of the sparse 3D encoder and sample them
from the BEV feature map. To fine-tune the different 3D
detectors with our pre-trained weights, we warm-up the de-
tection head by freezing the encoder for one epoch and train
end-to-end according to the default OpenPCDet configura-
tion.

OpenPCDet provides several augmentation techniques,
i.e. random flip/rotation/scaling and ground truth sam-
pling [50].  During pre-training, we utilize random
flip/rotation/scaling in addition to our masking strategy (see
Section 3.3). For fine-tuning, we adopt all of them as-is, ex-
cept ground truth sampling [50] during the data efficiency
experiments. We cannot apply its vanilla form there, as it
samples ground truth objects across the entire dataset and
copy-pastes these randomly into frames which contain only
few objects. Without change, this would add ground truth
objects from other than our subsampled frames and thus,
invalidate these studies. Thus, we filter the original ground
truth database and ensure that it only contains objects from
the actually used frames.



Detection Results: The KITTI 3D dataset and bench-
mark [12] is one of the first publicly available datasets
for 3D object detection and consists of ~ 7.5k LiDAR
frames, which were labeled in the front camera view.
KITTI360 [24] is an extension of the original KITTI
dataset, containing ~ 80k LiDAR frames, offering addi-
tional modalities and more exhaustive annotations. For a
comparison to other pre-training approaches, we show de-
tection results on the KITTI 3D set while using pre-trained
weights from KITTI 3D, KITTI360 and Waymo. For our
experiments, we report evaluation metrics based on the
moderate difficulty level, utilizing the official R4y metric
with 40 recall points.

Table | shows the detection performance when using
different pre-trained weights for the widely-used SEC-
OND [50] and PV-RCNN [32] detectors. Throughout all
datasets used for pre-training, MAELi enables strong im-
provements over detection models trained from scratch and
yields top performing detection results. In particular, we
outperform the current state-of-the-art, i.e. ALSO, in overall
mAP, while the performance difference in the car category
remains within a very narrow margin, indicating a satura-
tion in performance for this class.

The large-scale Waymo Open Dataset [35] contains
798 training sequences and 202 validation sequences. La-
bels are provided for vehicles, pedestrians and cyclists. We
report our results using the official Waymo evaluation proto-
col, reporting APH at the more challenging LEVEL 2 diffi-
culty. Detailed results including the AP scores are provided
in the supplemental material.

We pre-train our weights on the Waymo train set and use
them to initialize the backbones of SECOND [50], Cen-
terPoint [55] and PV-RCNN [32]. For a fair comparison
to [27,54], we follow the common protocol of using 20% of
the entire Waymo train set, including vanilla ground truth
sampling, to fine-tune the detectors.

Table 2 shows the Waymo results in comparison to
the pre-training approaches Occupancy-MAE [27], GCC-
3D [23] and ProposalContrast [54]. Pre-training with
MAELIi demonstrates strong improvements across all de-
tectors. While MAELI pre-trained weights are clearly bet-
ter suited for SECOND than Occupancy-MAE’s, the results
for CenterPoint and PV-RCNN are on par with Occupancy-
MAE, clearly outperforming GCC-3D or ProposalContrast.

ONCE [260] is a comprehensive dataset designed for
tasks such as 3D object detection, tracking and motion fore-
casting. This dataset includes 1 million frames, the major-
ity of which are unlabeled. A primary objective of ONCE
is to serve as a foundation for research that leverages on
large-scale unlabeled data. In our work, we utilize the of-
ficial U,y subset for pre-training purposes, subsequently
fine-tuning our models on the training set and conducting
evaluations on the validation set.

3D APH (LEVEL 2)
Method Gain Overall  Vehicle Pedestrian  Cyclist
SECOND [50] - 54.35 62.02 47.49 53.53
+ Occ-MAE [27] | +0.75 55.10 62.34 48.79 54.17
+ MAELIi +2.35 56.69 63.20 50.93 55.95
CenterPoint [55] - 61.92 62.65 58.23 64.87
+ Occ-MAE [27] | +1.31 63.23 63.53 59.62 66.53
+ MAELIi +1.08 63.00 63.70 59.79 65.52
PV-RCNN [32] - 56.23 64.38 45.14 59.18
+ GCC-3D [23] +1.95 58.18 65.10 48.02 61.43
+ PropCont [54] +3.05 59.28 65.47 49.51 62.86
+ Occ-MAE [27] | +5.74 61.98 67.34 55.57 63.02
+ MAELIi +5.92 62.15 67.34 56.32 62.79

Table 2. Performance comparison on the Waymo val set trained
on 20% of the Waymo train set. We compare different detec-
tors trained from scratch with their pendants utilizing pre-trained
weights from GCC-3D, ProposalContrast, Occupancy-MAE and
the proposed MAELI.

Orientation-Aware AP

Method Pre-train

mAP Car Pedestrian  Cyclist
SECOND [50] - 51.89  71.19 26.44 58.04
+ SWAV [5] Usmall 5196 7271 25.13 58.05
+ DeepCluster [4] Usmall 52.06  73.19 24.00 58.99
+ ALSO [3] Usmall 5268 71.73 28.16 58.13
+ MAELIi Usmall 5739 7573 34.83 61.62
+ MAELIi Waymo 55.84  75.86 31.03 60.65
CenterPoint [55] - 6424  75.26 51.65 65.79
+ PropCont [54] Waymo 66.24 78.00 52.56 68.17
+ MAELIi Waymo 66.72  80.09 51.87 68.21

Table 3. Performance comparison on the ONCE validation set.
Our initialization, even when pre-trained on a different dataset,
helps outperforming state-of-the-art methods.

Table 3 shows the results comparing MAELi with other
pre-training methods on ONCE. Besides our favorable re-
sults, this evaluation also demonstrates the strong cross-
domain generalization capabilities of our pre-training ap-
proach: for SECOND [50], we outperform the state-of-the-
art approaches even when using pre-trained weights from
Waymo, i.e. 55.84 mAP (MAELI pre-trained on Waymo)
versus 52.68 (ALSO pre-trained on Ugy,y). Naturally, pre-
training on ONCE itself further improves the results.

Data Efficiency: Pre-trained weights play a crucial role
during detector initialization. The goal of self-supervised
representation learning approaches is to reduce the costly
labeling effort. If properly pre-trained, a detector should
achieve strong performance with only few annotated sam-
ples. We conduct the following experiments to demonstrate
the benefits of MAELI for low-data regimes:

On Waymo, we follow the evaluation of Proficient-
Teachers [53], a state-of-the-art (but semi-supervised) ap-
proach which is specifically tailored for data-efficient 3D
object detection. The protocol is to pre-train SECOND us-
ing the first 399 Waymo train sequences and then using
different fractions of labeled data from the latter 399 se-



3D APH (LEVEL 2)

Fraction Method Gain  Overall Vehicle Ped. Cyc.
1% SECOND [50] - 2225 40.02 1745 9.29

(791 frames)  + MAELi +10.79 33.05 50.11 24.65 24.38
59 SECOND [50] - 34.05 5237 2280 26.97
(3952 frames) T ProfTeach [53] | #11.70 4575  52.54 38.67 46.03
+ MAELIi +13.94 4799  56.75 41.27 4594

10% SECOND [50] - 3823  57.46 28.15 29.07
(7904 frames) +ProfTeach [53] | +12.20 50.43  56.92 43.19 [51.18
+ MAELIi +13.61 51.84 5947 4552 50.52

20% SECOND [50] - 51.26  59.54 43.30 50.93
(15808 frames) * ProfTeach [53] | +2.90 54.16 59.36 46.97 56.15
+ MAELI +2.75 5401 6121 47.63 53.18

Table 4. Data efficiency comparison for SECOND on the Waymo
val set. The first 399 Waymo train sequences are used for pre-
training and different fractions of the latter 399 sequences are used
for fine-tuning.

Fraction Method | mAP Car Ped. Cyc.
20% PV-RCNN [32] 66.71 82.52 53.33 64.28
(743 frames) + PropCont [54] 68.13 82.65 55.05 66.68
+ MAELIi 69.41 82.21 56.71 69.30

50% PV-RCNN [32] 69.63 82.68 57.10 69.12
(1856 frames) + PropCont [54] 71.76 82.92 59.92 72.45
N + MAELIi 70.13 83.89 56.48 70.02

Table 5. Data efficiency comparison for PV-RCNN. Following
ProposalContrast, we pre-train on Waymo and fine-tune on dif-
ferent fractions of KITTI 3D.

quences to fine-tune the detection heads. For the evaluation
on KITTI 3D, we adhere to the methodology presented in
ProposalContrast [54]. Thus, we pre-train PV-RCNN on
the Waymo dataset and subsequently fine-tune it on various
fractions of labeled KITTI 3D frames.

Tables 4 and 5 show the data efficiency evaluations for
Waymo and KITTI, respectively. Comparisons for other de-
tectors are provided in the supplementary material. Overall,
MAELI performs favorably across the different low-data se-
tups. As with any SSRL approach, the initial benefits dimin-
ish as the downstream model is trained on larger quantities
of annotated samples. However, MAELI performs favor-
ably with fewer annotations, where SSRL is most important
since such techniques are designed to provide strong pre-
trained weights for the crucial initialization phase.

4.2. Semantic Segmentation

Since our pre-training methodology does not depend on
the downstream task, we further demonstrate its efficacy in
the context of semantic segmentation. To this end, we em-
ploy regular sparse transpose convolutions in the decoder,
which are capable of expanding beyond the active voxels in
the encoder, as opposed to using submanifold convolutions
(see Section 3.1). Importantly, this maintains the weight di-
mensionality, enabling the direct utilization of pre-trained
weights from both the encoder and decoder during the fine-
tuning phase.

Fraction of labeled samples
Method 0.1% 1% 10% 50% 100%
(17fr) (188) (1912)  (9560)  (19130)
MinkUNet [28] 30.0 46.2 57.6 61.8 62.7
+ PointContrast [46] 324 47.9 59.7 62.7 63.4
+ DepthContrast [58] 325 49.0 60.3 62.9 63.9
+ SegContrast [28] 323 48.9 58.7 62.1 62.3
+ ALSO [3] 35.0 50.0 60.5 63.4 63.6
+ MAELIi 34.6 50.7 61.3 63.6 64.2

Table 6. Performance comparison on the SemanticKITTI dataset
using a MinkUNet backbone. Results show the mean Intersection-
over-Union (mloU) averaged over 5 runs.

We initialize with the pre-trained weights and employ the
same framework and configurations as the state-of-the-art
ALSO [3] for subsequent fine-tuning and evaluation proce-
dures. Following ALSO, we use the MinkUNet [9] vari-
ant from [28] and report the average performance over 5
runs on the SemanticKITTI dataset [2]. This dataset pro-
vides semantic labels for each point cloud in the odome-
try task of the KITTI dataset [12]. SemanticKITTI com-
prises 22 sequences, 19 classes and ~23k frames for train-
ing and validation purposes. Our performance is assessed
based on the official evaluation protocol, reported as the
mean Intersection-over-Union (mloU) across all classes.

We follow the evaluation setup of ALSO: pre-training is
conducted on the complete dataset and fine-tuning is done
on varying fractions of the training set using the training
and validation splits from [28]. Our results, stated in Ta-
ble 6, reveal performance enhancements across almost all
considered fractions of the training set (except the highly
unreliable setting with merely 17 frames), thereby affirming
the general applicability of our MAELi approach in seman-
tic segmentation tasks.

5. Conclusion

We proposed MAELI, a self-supervised pre-training ap-

proach, carefully designed to adapt to the inherent but sub-
tle properties of large-scale LiDAR point clouds. We were
the first to put aspects like occlusion and intrinsic spheri-
cal sampling of LiDAR data into the context of SSRL. Our
learned representation not only leads to significant improve-
ments in various tasks, but can also be visually verified.
Moreover, it can be easily applied to other datasets, with
minimal data requirements for fine-tuning. Additionally,
our method offers the potential for further investigation on
a multi-frame basis. With MAELI, we offer a new method
to sustainably reduce the amount of tedious and costly an-
notation tasks for LiDAR point clouds.
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Supplementary Material

This supplementary material presents further details, results
and insights into MAELi. We state further results in Ap-
pendix A, describe the detailed architecture of our decoder
in Appendix B and illustrate the motivation behind spherical
masking in Appendix C. Furthermore, we evaluate the im-
pact of different amounts of masked voxels in Appendix D
and discuss potential limitations in Appendix E. Finally,
we discuss additional insights on reconstruction results and
data efficiency in Appendix F.

A. Additional Results

We provide results for CenterPoint [55] and PV-
RCNN [32] to illustrate that our pre-trained initialization
significantly enhances these baseline models. Following in-
sights from the main manuscript (Section 4.1), we observe
in Table S1 that our MAELIi pre-training effectively im-
proves detection performance in a low-data regime where
only a limited number of annotated samples are available
for fine-tuning. In Table S2, we report AP scores for
Waymo Open Dataset (WOD) [35], extending the results
from Table 2 in the main manuscript. Additionally, in Ta-
ble S3, we present our findings on the KITTI 3D dataset us-
ing the R;; metric, and make comparisons with ALSO [3]
and Occupancy-MAE [27].

B. Sparse Reconstruction Decoder for 3D Ob-
ject Detection

To describe the architecture of our decoder in detail, we
group operations with the same voxel/tensor stride into a
block. In Table S4, we list the different decoder blocks
in addition to the preceding BEV encoder (summarized as
single entry) and the required reshaping+sampling step to
transform the dense feature representation back to a sparse
3D tensor.

Each block comprises an upsampling step using genera-
tive transposed convolution and a pruning step vial x 1 x 1
submanifold sparse convolution. The operations are listed
in Table S5.

C. Spherical Masking - Illustration

As discussed in the main manuscript (Section 3.3),
spherical masking reduces the angular resolution in azimuth
and inclination by subsampling the LiDAR’s range image.
Figure S1 illustrates the effect of this sampling on the Li-
DAR’s range image. We sample objects as if they were lo-
cated at a larger distance. Since nearby objects are more
densely sensed by the LiDAR, we have more knowledge
about the actual occupancy and thus, can induce a stronger
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self-supervision signal. This helps to improve the model’s
ability to generalize to objects located farther away.

D. Ablation Study

Analyzing Pipeline Components: We perform various ex-
periments to investigate specific aspects of our pipeline,
such as assessing the influence of our distance weighting
for empty voxels, evaluating our LiDAR-aware reconstruc-
tion objective, and comparing the effectiveness of the voxel-
and spherical masking strategies.

Therefore, we pre-train according to the Data Efficiency
protocol depicted in the main manuscript (Section 4.1) and
fine-tune a SECOND [50] model on 1% of the latter 399 se-
quences of the Waymo train set. To disable distance weight-
ing, we set wJD’S = 1 for all empty voxels ij’S. To disable
our LiDAR-aware reconstruction, we additionally consider
all unknown voxels as empty.

We state the results in Table S6 on Vehicle LEVEL 2
across the distance ranges [Om, 30m), [30m, 50m) and
[SOm, +o00). Our LiDAR-aware reconstruction objective
improves the overall results across all ranges. While voxel
masking naturally has a nearly equal impact over all ranges,
our spherical masking is especially beneficial for the range
[30m, 50m) with a gain of 1.87AP and 2.01 APH. The over-
all lower impact on the far distance range (above 50m) is
also reasonable, since at this distance only very few points
are sampled on the same object.

Masking: We evaluated our voxel masking for different

Figure S1. Spherical masking reduces the angular resolution of the
LiDAR (bottom). The resulting sampling is thus similar to objects
that are farther away (top).



3D AP/APH (LEVEL 2)

Fraction Method Gain Overall Vehicle Pedestrian Cyclist
AP APH AP APH AP APH AP APH AP APH
Centerpoint [55] - - 39.64 3650 41.01 4032 4001 32.63 3790 36.55
1% + MAELIi +9.29  +8.75 4893 4525 4999 4924 5192 43.07 4489 4343
(791 frames) PV-RCNN [32] - - 4393 30.72 51.34 4870 4159 2035 3886 23.11
+ MAELIi +7.53  +4.89 5146 3561 5624 5538 4941 2532 4873  26.14
¢ Centerpoint [55] - - 5391 51.16  53.04 5245 5273 4651 5596  54.53
5% + MAELIi +4.49  +421 5840 5537 57.62 57.01 59.01 51.83 5857 57.27
(3952 frames) ~ PV-RCNN [32] - - 5698 3898 61.66 60.86 5328 27.15 56.00 28.92
+ MAELIi +1.64  +1.39  58.62 4037 6277 6204 57.07 29.05 56.02  30.02
Centerpoint [55] - - 58.09 5541 5695 5640 5697 5090 6035 58.94
10% + MAELIi +3.26  +3.07 6135 5848 5993 5936 62.06 5530 62.06 60.78
(7904 frames) PV-RCNN [32] - - 60.09 | 41.89 63.73 63.05 5732 30.09 59.23 | 32.53
+ MAELIi +1.19 -0.05 61.28 4184  64.63 6399 59.82 3090 5940  30.62
Centerpoint [55] - - 61.81 59.15 60.59 60.06 61.19 5503 63.64 62.36
20% + MAELIi +0.98  +0.90 6279 60.05 61.79 6123 6347 57.04 63.11 61.87
(15808 frames) ~ PV-RCNN [32] - - 62.15 4299 6501 6435 6040 3030 61.05 3432
+ MAELI +0.49  +721 62,65 5020 6545 6485 61.54 3552 6095 50.24

Table S1. Quantitative results of our pre-training on Centerpoint and PV-RCNN on the Waymo val set

. For each detector, we report the

results of training from scratch (upper row) and the improved results utilizing a MAELi-pre-trained initialization (lower row), respectively.
We use the first 399 sequences of the Waymo train set for pre-training and different fractions of the second 399 sequences for fine-tuning.

Method 3D AP/APH (LEVEL 2)
Gain Overall Vehicle Pedestrian Cyclist

AP APH AP APH AP APH AP APH AP APH
SECOND [50] - - 58.26 5435 6258 6202 5722 4749 5497 5353
+Occ-MAE [27] | +0.85  +0.75 59.11  55.10 62.67 6234 59.03 4879 5562 54.17
+ MAELIi +2.32 +235  60.57 5669 6375 6320 60.71 5093 5726 5595
CenterPoint [55] - - 64.51 6192 63.16 6265 6427 5823  66.11 64.87
+Occ-MAE [27] | +#1.35 +1.31 6586 6323 64.05 63.53 6578 59.62 | 67.76 66.53
+ MAELIi +1.09  +1.08 6560 63.00 6422 6370 6593 59.79 66.66 65.52
PV-RCNN [32] - - 59.84 5623 6499 6438 5380 45.14 60.72  59.18
+ GCC-3D [23] +146  +195 6130 58.18  65.65 6510 5554 48.02 62772 6143
+ PropCont [54] +2.78  +3.05  62.62 5928  66.04 6547 57.58 49.51 64.23  62.86
+Occ-MAE [27] | 4599 +5.74 6582 6198 6794 6734 6491 5557 | 6462 63.02
+ MAELIi +5.88 4592 6572 @ 62.15 6790 @ 6734 65.14 5632 64.13 62.79

Table S2. Performance comparison on the Waymo val set trained on 20% of the Waymo train set including AP scores. We compare
different detectors trained from scratch with their pendants utilizing pre-trained weights from GCC-3D, ProposalContrast, Occupancy-
MAE and the proposed MAEL.I.

Method \ Pre-train mAP Car Pedestrian  Cyclist
SECOND [50] - 66.25  78.62 52.98 67.15
+ Occ-MAE [27] KITTI3D  66.71 78.90 53.14 68.08
+ ALSO [3] nuScenes 67.29  78.65 55.17 68.05
+ ALSO [3] KITTI3D  66.86  78.78 53.57 68.22
+ ALSO [3] KITTI360  67.40  78.63 54.23 69.35
+ MAELIi Waymo 6831  78.44 55.72 70.78
+ MAELIi KITTI3D  67.51 78.20 55.48 68.86
+ MAELi KITTI360 | 68.74  78.44 56.00 71.79
PV-RCNN [32] - 70.66  83.61 57.90 70.47
+ Occ-MAE [27] KITTI3D  71.73  83.82 59.37 71.99
+ ALSO [3] nuScenes 7220  83.77 58.49 74.35
+ ALSO [3] KITTI3D 7196  83.67 58.48 73.74
+ ALSO [3] KITTI360  72.69  83.39 60.83 73.85
+ MAELIi Waymo 71.79  83.38 58.53 73.45
+ MAELi KITTI3D  70.70  79.22 60.02 72.87
+ MAELIi KITTI360 | 73.03  83.99 62.43 72.67

Table S3. Quantitative results of our pre-training on SECOND and

PV-RCNN on the KITTI 3D val set using the 11 metric.

amounts of voxels. We maintain the training and evalua-
tion scheme from above and vary the amount of kept voxels.

s Voxel/Tensor Spatial
Description # Channels Stride Dimension
Output BEV Encoder 512 - 188 x 188
Reshaping + Sampling 256 8 X 8 X 16 188 x 188 x 2
DBlock 1 64 8x8x8 188 x 188 x 5
DBlock 2 64 4x4x4 376 x 376 x 11
DBlock 3 32 2X2x%x2 752 X 752 x 21
DBlock 4 16 I1x1x1 1504 x 1504 x 41

Table S4. Architecture of our decoder. We state the number of
channels, the voxel stride and the maximum spatial dimension for
the Waymo Open Dataset after each block. Stride and spatial di-
mensions are depicted in the format = X y x z. Each decoder block
inverts one downsampling step from the sparse 3D encoder, even-
tually resulting in the original voxel stride.

The results are shown in Table S7. Keeping 60% of the vox-
els leads to the best overall results, eventually used for all
other experiments with MAELi. However, in combination
with spherical masking significantly fewer points than this
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Operation \ Kernel Size Stride
Generative Transposed Convolution 2 x 2 x 2t 2 x 2 x2f
Batch Norm - -
ReLU - -
Submanifold Sparse Convolution 3x3x3 Ix1x1
Batch Norm - -
ReLU -
Submanifold Sparse Convolution 1x1x1

Ix1x1
Pruning -

Table S5. Structure of each decoder block. We additionally state
the operation’s kernel size and stride, each in the format « X y X z.
The upper part depicts the upsampling and feature transformation.
The lower part uses the final feature representation from above
and decides via classification whether a voxels is pruned or not.
TThese values deviate for DBlock 1, where it has a kernel size of
1x1x 3 and astride of 1 X 1 X 2 to invert the encoder’s respective
downsampling step.

fraction actually remain. To get an estimate, we evaluated
the amount of effectively used points over 10000 iterations,
resulting in a fraction of 15.57% on average.

E. Limitations

Even though our sparse decoder allows for a memory ef-
ficient reconstruction, the amount of reconstructed voxels
is obviously constrained by the available compute infras-
tructure. Especially during the first iterations of our pre-
training, while not sufficiently trained, some samples may
lead to an uncontrolled reconstruction. In order to regulate
the amount of reconstructed voxels and to avoid training
breakdowns, we introduce two limiting factors. First, we
estimate an average ground plane for each dataset and prune
all reconstructed voxels that are 0.1m below this plane, as
these generally do not contribute valuable information. Sec-
ond, we introduce a threshold for the maximum amount of
reconstructed voxels to ensure that we do not run into mem-
ory issues. If an upsampling step would generate more vox-
els than this limit, we randomly prune before the upsam-
pling. For these pruned voxels, simply no loss is induced,
which only slightly delays the training effect for these rare
cases. For the detection experiments, we set the maximum
number of total voxels to 6 million, which are easily pro-
cessable, e.g. on an NVIDIA® GeForce® RTX 3090 GPU.
We counted only 62 limit exceedances within the first 10k
iterations of a random experiment.

F. Additional Insights

Reconstruction Capabilities: In Figure S2, we visualize
the reconstruction capabilities of our LiDAR-aware loss on
a full point cloud. It encourages the network to fill up gaps
in the wall and reconstruct the occluded areas of cars.
Figure S3 highlights that reconstruction outcomes can
vary across different objects, with some objects such as the
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less frequent trucks presenting greater challenges. How-
ever, the MAELi model demonstrates an advanced under-
standing of object semantics, enabling it to complete objects
beyond the visible LiDAR input point cloud.

In Figure S4, we show the individual layers of two dif-
ferent reconstructed cars. We can see that our pre-training
approach indeed encourages the model to go beyond the
sampled LiDAR surface, reconstructing the entire car, also
showing some hints for the correct placement of tires.
Furthermore, especially parts of the interior, which are
often surrounded by glass and thus, sometimes traversed
by LiDAR beams, are seemingly left out during the recon-
struction.

AP vs APH Data Efficiency: In Figure S5, we plot
the data efficiency results on Waymo [35] using our
MAELi-based pre-training on the SECOND [50] detector.
All three classes benefit from our pre-training (solid lines)
compared to the vanilla version trained from scratch (dot-
ted lines). With little data, the vanilla detector especially
struggles to estimate the heading, which can be clearly
seen for the smaller, less represented classes Pedestrian
and Cyclist. However, utilizing our initialization, a proper
estimation and significant detection improvements are
possible already, early on, with only few annotated data
samples.



Figure S2. Completion results (a) without and (b) with our LiDAR-aware reconstruction on a full point cloud (gray). For visualization

purposes, we color-coded the output points by their z-coordinate and removed the reconstructed ground plane.

3D AP/APH (LEVEL 2)

Method Overall [0m, 30m) [30m, 50m) [50m, +inf)

AP APH AP APH AP APH AP APH
MAELi | 51.05 50.11 80.22 79.37 48.86 47.64 21.09 19.98
w/oDW | 5091 49.85 79.95 79.04 48.62 47.20 2147 20.31
w/o LAR | 50.05 48.87 79.33 7820 47.77 4627 20.66 19.56
w/oVM | 48.99 4786 78.45 7746 4643 4505 1947 18.23
w/oSM | 4990 48.85 79.50 7854 4699 45.63 20.53 19.37
Baseline \ 41.64 40.02 7259 7079 37.09 3486 13.14 11.96

Table S6. Impact of the components of MAELI evaluated on the Waymo val set for Vehicle. We disable distance weighting (w/o DW),
LiDAR-aware reconstruction (w/o LAR), voxel masking (w/o VM) and spherical masking (w/o SM). We use the first 399 sequences of the
Waymo train set for pre-training and 1% of the second 399 sequences for fine-tuning. We utilize a SECOND [50] model and state a version

trained from scratch as baseline.

Fracti 3D AP/APH (LEVEL 2)
{,g;ell(;n Overall Vehicle Pedestrian Cyclist

AP APH AP APH AP APH AP APH
0.8 4534 32.84 5026 49.10 48.03 24.33 37.74 | 25.09
0.7 4491 32,10 50.35 49.19 4754 2429 36.83 22.83
0.6 46.01 33.05 51.05 50.11 48.13 24.65 38.86 24.38
0.5 45.60 32.27 50.87 49.79 47.08 23.72 | 38.86 23.31
04 4579 31.85 5036 49.24 | 4827 2450 38.74 21.81
Baseline \ 31.09 2225 41.64 40.02 3339 1745 1824 9.29

Table S7. Impact of different amounts of voxels kept during voxel masking evaluated on the Waymo val set for Vehicle. We use the first
399 sequences of the Waymo train set for pre-training and 1% of the second 399 sequences for fine-tuning. We utilize a SECOND [50]
model and state a version trained from scratch as baseline.
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Figure S3. Further reconstruction results. We show the input point cloud on the left and the completed point cloud on the right. MAELI’s
reconstruction exhibits imperfections when reconstructing objects that are sparsely sampled or less frequent, such as trucks. However, it
shows an apparent understanding of traffic scenes beyond a LIDAR’s 2.5D sampling, e.g. by symmetrically completing occluded parts of

cars and poles. For visualization purposes, we color-coded the output points by their z-coordinate and removed the reconstructed ground
plane.
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Figure S4. Different layers of two reconstructed cars. We observed that the reconstructed cars are often hollow. There are visible tendencies
to leave parts of the interior free.
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Figure S5. Results of our pre-training on SECOND [50] on the Waymo val set, using different amounts of labeled data. We use the first
399 sequences of the Waymo frain set without any labels for pre-training and different fractions of the latter 399 sequences for fine-tuning.
The solid lines are the results utilizing our pre-training with MAELI. The dotted lines denote the version trained from scratch.
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