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Abstract

LiDAR-based 3D detectors need large datasets for training,
vet they struggle to generalize to novel domains. Domain
Generalization (DG) aims to mitigate this by training de-
tectors that are invariant to such domain shifts. Current
DG approaches exclusively rely on global geometric fea-
tures (point cloud Cartesian coordinates) as input features.
Over-reliance on these global geometric features can, how-
ever, cause 3D detectors to prioritize object location and
absolute position, resulting in poor cross-domain perfor-
mance. To mitigate this, we propose to exploit explicit local
point cloud structure for DG, in particular by encoding
point cloud neighborhoods with Gaussian blobs, GBlobs.
Our proposed formulation is highly efficient and requires
no additional parameters. Without any bells and whistles,
simply by integrating GBlobs in existing detectors, we beat
the current state-of-the-art in challenging single-source DG
benchmarks by over 21 mAP (Waymo—KITTI), 13 mAP
(KITTI—Waymo), and 12 mAP (nuScenes— KITTI), without
sacrificing in-domain performance. Additionally, GBlobs
demonstrate exceptional performance in multi-source DG,
surpassing the current state-of-the-art by 17, 12, and 5 mAP
on Waymo, KITTI, and ONCE, respectively.

1. Introduction

LiDAR-based 3D detection models [4, 46, 48, 61, 65] pre-
dominantly rely on global input features, i.e. representing
points by their Cartesian coordinates. Only a small subset
of research additionally incorporates local point cloud in-
formation, like relative distance to the voxel center [8, 55],
LiDAR intensity [38], surface normals [37, 69] or hand-
crafted local descriptors [25] to enhance model performance.
The convenience of global input features and their strong
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(a) Our proposed encoder estimates Gaussian blobs from local neighbor-
hoods, providing a more expressive representation of local geometry com-
pared to PointNet [40] and the more commonly used mean encoding.
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(b) Comparison with state-of-the-art
single-source DG methods. Bench-
mark results for Waymo—KITTI
(W—K), KITTI—>Waymo (K—W),
and nuScenes—KITTI (n—K).

art multi-sorce DG methods. Bench-
mark results from training on all
(), excluding the target dataset, and
evaluating it on ONCE (O), KITTI
(K) and Waymo (W).

Figure 1. We propose a novel encoding scheme for local neigh-
borhood in point clouds, using a Gaussian blob instead of the
commonly employed mean or PointNet encoding (a). Our simple
yet effective approach significantly outperforms state-of-the-art
methods in both single- and multi-source domain generalization
does not require any additional parameters, spatial training proce-
dures, or hyperparameter optimization (b, c).

in-domain performance established this representation as
the default choice for most state-of-the-art detection models.
However, such models are highly sensitive to rigid transfor-
mations [25, 57], being more biased toward object position
than local features like shape or appearance. Therefore, they
generalize poorly to novel, unseen domains [9, 56, 62, 63].
In this paper, we demonstrate that local point cloud ge-
ometry can significantly improve model generalization. In
particular, we introduce a new method for representing lo-



cal neighborhoods as Gaussian blobs (see Fig. 1a), defined
by their means and covariance matrices. Our representation
effectively decouples object location from model encoding,
enabling the model to focus on learning local shape and ap-
pearance. Unlike existing local descriptors based on relative
distances [8, 55] or surface normals [15], our formulation is
more descriptive due to the covariance modeling and elimi-
nates ambiguities arising from surface orientation. Moreover,
our method is inherently invariant to point permutations (i.e.
a neighborhood’s covariance matrix remains the same re-
gardless of the point order), which eliminates the need for
point cloud sorting [25, 26, 43] or channel-wise max pool-
ing and concatenation [40] (in Fig. 1a). To demonstrate the
effectiveness of our approach, we evaluate it on challeng-
ing cross-domain LiDAR 3D object detection benchmarks,
highlighting the significant improvements on domain gen-
eralization (DG) for a wide range of 3D detectors. While
previous methods often require specialized data augmenta-
tion [21, 49], auxiliary tasks [28], or domain-invariant fea-
ture learning [59], which can introduce additional complexity
and limitations, our module is simple, effective, universally
applicable to any dataset and model, and does not degrade
the in-domain performance.

In the single-domain generalization benchmarks, as
shown in Fig. 1b, we achieve significant improvements over
the state-of-the-art, with over 21 mAP in Waymo—KITTI
(W—K), 13 mAP in KITTI—-Waymo (K—W), and 12 mAP
in nuScenes—KITTI (n—K). In our multi-domain DG ex-
periments in Fig. 1c, where we trained on all datasets (x)
except the target dataset, we consistently observed signifi-
cant improvements over the state-of-the-art, with gains of
over 17, 12, and 5 mAP on Waymo, KITTI, and ONCE,
respectively. In summary, our main contributions are:

* A novel, permutation-invariant LiDAR point cloud repre-
sentation using Gaussian blobs, offering descriptive fea-
tures, efficient computation, and no additional model pa-
rameters.

» Comprehensive evaluations on both single- and multi-
source domain generalization benchmarks and in-depth
ablation studies.

* Publicly accessible code and trained models at https:
//github.com/malicd/GBlobs

2. Related Work

LiDAR-based 3D object detection can be broadly clas-
sified by their input representations. Methods such as [41,
46, 60, 64] operate directly on unordered point cloud data.
To address the computational challenges of processing raw
point clouds, [36] introduces a LiDAR range view repre-
sentation and leverages efficient 2D convolutions. Similarly,
pillar-based networks [10, 20, 24, 51] encode 3D data into a
sparse 2D grid where each grid cell (pillar) spans the entire
height axis. To address the information loss inherent in such

dimension reduction, voxel-based methods [4, 8, 55, 61, 65]
directly process 3D voxels derived from input point clouds.
3D object detectors commonly use Cartesian coordinates as
input features.

There exists a handful of studies that, in addition to utiliz-
ing Cartesian coordinates, also incorporates local point cloud
geometry. VoxelNet [70] augments the input data by append-
ing the relative distance between each point and its voxel’s
centroid to its global coordinates. Instead of voxel’s centroid,
PointPillars [20] utilizes distance to the voxel center. To cap-
ture more local information, several methods [20, 55, 70]
employ a shared PointNet [40] architecture to encode pillars
or voxels. [37, 69] utilize a two stream approach, encod-
ing Cartesian coordinates and surface normals in separate
branches and fusing them in later stages. Hybrid methods,
which combine local and global geometric inputs, share a
common limitation with methods trained solely on global
features: they often exhibit poor generalization across di-
verse domains, likely because their performance is heavily
influenced by global features.

In contrast, our proposed approach is exclusively based
on local point cloud geometry, demonstrating the crucial
role of these features in model generalization. We show that
our representation provides more detail (than, e.g., simple
relative distance) and is less susceptible to noise (which
degrades performance of surface normal-based features).
Unsupervised Domain Adaptation (UDA) transfers knowl-
edge from a labeled source domain to an unlabeled tar-
get domain, using both domains to adapt models to the
novel data distributions. Substantial efforts have focused
on explicitly addressing different challenges, e.g. object size
bias [34, 56, 56, 62] or overcoming varying LiDAR resolu-
tions [16, 44, 58]. In UDA, self-training remains the domi-
nant paradigm: This typically involves a closed-loop process
where the pseudo-label database is iteratively updated with
predictions generated by a model trained on these pseudo-
labels [3, 5, 62, 63, 68]. To enhance pseudo-label quality,
several methods exploit the temporal dimension inherent in
autonomous driving data [11, 54, 66].

Despite a comprehensive portfolio of LIDAR-based UDA
approaches, the impact of using different input features on
model performance remains largely unexplored. Most exist-
ing methods rely solely on the standard global point cloud in-
puts, neglecting other feature channels. Given the prevalence
of self-training in UDA, good domain generalization is cru-
cial to obtain improved pseudo labels. We demonstrate how
our proposed local feature representation significantly en-
hances the domain generalization of various models, which
could be leveraged for improved UDA via common self-
training loops.

Domain Generalization (DG) aims to train models that can
effectively generalize to new, unseen domains without requir-
ing any additional data from those domains. For 2D image-
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based tasks, DG research primarily focuses on learning
domain-invariant features [13, 23, 29, 42] or disentangling
domain-specific and domain-invariant features [32, 33, 39].
More recently, studies such as [1, 6] have sought to enhance
generalization by employing powerful vision-language mod-
els. A smaller subset of DG research explores data augmen-
tation techniques to improve generalization [17, 53, 67].

In the context of LiDAR-based detection, data augmenta-
tion [14, 22] is crucial to prevent model overfitting to training
data. To this end, 3D-VF [21] employs adversarial augmenta-
tion to generate diverse and realistic training examples from
a single source domain. In addition to a novel augmentation
strategy, Li et al. [28] enhance the model robustness by incor-
porating an auxiliary adversarial task during training and at
test-time. Similarly, MDT3D [49] leverages multiple source
domains and cross-dataset augmentation to learn more robust
models. Wu et al. [59] also utilize multiple source domains
to learn more general, dataset-invariant features.

A shared characteristic of DG methods for LiDAR-based
object detection is their reliance solely on global point coor-
dinates as network inputs. While the intensity channel has
been shown to have a negative impact on domain generaliza-
tion [18, 49], the influence of local geometric features has
not been explored so far. Our simple yet effective local fea-
ture representation significantly enhances model generaliza-
tion without requiring tailored data augmentation, auxiliary
training tasks, nor test-time adaptation, demonstrating that a
focus on local geometric information can be more beneficial
than complex DG strategies.

3. Explicit Local Structure for Better DG

LiDAR Domain Generalization (DG) is a critical research
area for improving the robustness of detection models across
domains. Prior work often relies solely on global point cloud
features (i.e. Cartesian coordinates) and techniques like data
augmentation [21, 49] or auxiliary tasks [28]. In contrast, we
propose leveraging local point cloud geometry to improve
the generalization capabilities.

Local features force models to learn object shapes inde-
pendently of their global position, thereby reducing sensi-
tivity to rigid transformations. This shape-based represen-
tation enhances the model’s ability to generalize to new
domains. However, common local features, such as relative
distance [8] or RepSurf [43], are often used in conjunction
with the global representation, hindering their domain gen-
eralization effect. While highly efficient, relative distance
features are typically outperformed by more sophisticated
representation of local geometry, such as RepSurf (as shown
in our experiments). However, RepSurf leverages surface
normal estimates, which are sensitive to noise (due to am-
biguity in surface orientation [15, 27]), and requires point
cloud sorting, causing it to be a computationally expensive
input representation.

Figure 2. Illustration of our GBlobs encoding: We explicitly model
the local geometry within point neighborhoods by Gaussian blobs
(highlighted). Here, shown for a car’s point cloud representation,
all points within a voxel belong to the same neighborhood.

To mitigate these drawbacks, we propose modeling small
local neighborhoods of LiDAR point clouds as individual
Gaussian blobs, as illustrated in Fig. 2. Our approach offers
several advantages: it preserves local structure more effec-
tively than simple relative distance, thanks to its covariance
modeling. Additionally, it is permutation-invariant, meaning
it does not require point cloud sorting, and it avoids the over-
head of surface normal calculations, resulting in exceptional
efficiency.

3.1. Preliminaries

Formally, given a set of D > 2 domains {(Xg4, Ya)}2 .
each with distinct data and label distributions, we train the
model on a subset of K domains and conduct the evaluation
on a single domain. We adopt the prevalent assumption that
the domain gap primarily stems from discrepancies in data
distributions X4, while label distributions Y across domains
are considered largely consistent. We then distinguish two
different tasks and evaluation protocols: (1) Single Domain
Generalization (SDG) [21, 28] when K = 1, and (2) Multi-
Domain Generalization (MDG) [49] when K = D — 1.

A LiDAR point cloud is represented as an unordered set
of points, typically defined as {p; = (z,y, 2, z)}J]‘i1 ~ Xy,
where each point p; has a 3D coordinate (z, y, z) relative
to the sensor’s origin and an associated intensity value ().
Prior research on DG consistently overlooked additional
explicit and implicit LIDAR channels, relying solely on
(x,y, z) as model input. For instance, due to the inherent
challenges posed by intensity data, it is commonly excluded
from the input features [18]. Similarly, the influence of differ-
ent input descriptors, like relative distances [8, 55], surface
normals [37, 69], or local encoding [20, 55, 70], remains
severely underexplored.



3.2. Local Point Clouds Structure as Gaussian Blobs

Previous approaches conveniently train a 3D detection model
on K domains {(Xg, Y4)}X ,, using global point positions,
{p; = (z,v, z)}jl‘i1 ~ X4, as input features. The models
are subsequently evaluated on the remaining domain using
the same input representation.

Training with such global input features biases the detec-
tor towards the source domain(s): Different reference coor-
dinate systems (e.g. compare KITTI [12] vs. Waymo [50])
lead to different distributions of point coordinates, which
are inevitably picked up during training and often hinder the
generalization performance. Thus, it is common practice in
both, DG [21, 49, 59] and UDA [5, 63] approaches, to shift
the datasets in the height axis in order to manually align their
coordinate distributions.

Conversely, we decouple the absolute object location
from model encoding while preserving spatial information
by representing a small local point cloud neighborhood as a
Gaussian blob, NV'(u, ), where

LN
H = = Di, and (1)
P
1 -
Y= N;(m—u)(m—u) . ()

The neighborhood of N points is determined by the detector.
For instance, voxel-based detectors naturally limit this neigh-
borhood to the maximum points per voxel. The dimension
of p € RM and ¥ € RM*M depends on the dimension of
the LiDAR points p; € RM. Although our representation
can leverage intensity information by setting M = 4 during
training, we conduct all our experiments using M = 3 to
ensure a fair comparison with state-of-the-art DG methods.
These methods typically exclude intensity information due
to its adversarial impact on cross-domain performance, as
noted in prior works [18, 49]. In total, the dimensionality of
our feature vector is M + M? = 12.

While ¥ is decoupled from the absolute point position,
p remains expressed in the LiDAR’s coordinate reference
frame. Consequently we simply express g in a local frame
of reference

1 N
d=ﬁi§1pwu. 3)

We directly use (d,X) as an input to an arbitrary model.
Algorithm | summarizes our Gaussian blob computation in
pseudocode.

3.3. Global vs. Local Representations

The common practice of using global point cloud coordinates
as input features in 3D models is analogous to appending
pixel coordinates to RGB values of images. This, however,

Algorithm 1 GBlobs in a PyTorch-like pseudocode.

# f: >s, each containing K neighborhood points
sion M (NxKxM)

# compute mean > Eq. (1)

f_mean = f.mean(dim=1, keepdims=True)

# compute cov > Eq. (2)

f_loc = £ - f_mean

cov = torch.einsum("nka,nkb->nab", f_loc, f_loc)

# final descriptor

d = f_loc.mean (dim=1) # NxM > Eq. (3)

cov_flat = cov.reshape (-1, pow(M, 2)) # NxM 2

gblobs = torch.cat ([d, cov_flat], dim=1) # (Nx(M+M"2))

would violate the assumed translation invariance, because
the same object at different locations would have distinct fea-
ture activations. Moreover, the explicit global representation
is unnecessary, as positional information is already implic-
itly encoded in 2D/3D CNNs [31, 61]. Even transformer
architectures [19, 30, 52, 55], which lack an inherent notion
of position, explicitly inject it through different positional
encodings. Therefore, the use of absolute position as addi-
tional input features is redundant and, as we show, can be
detrimental for generalization performance.

Our local geometry (d, X)) effectively separates an ob-
ject’s spatial position within a LiDAR frame from its en-
coding. Unlike global coordinates, similar local geometry
induces similar activations, regardless of their absolute loca-
tion. By explicitly representing the local geometry, we leave
the positional information to the network architecture. This
disentanglement allows the model to learn more abstract and
invariant representations of objects, effectively replacing the
redundant position information with a geometrically sound
representation.

4. Experiments

We present detailed experiments to validate our approach
on widely-used benchmarks. Sec. 4.1 and Sec. 4.2 present
our findings from single-source [28] and multi-source [49]
domain generalization experiments, respectively. Finally,
Sec. 4.3 presents our thorough ablation studies.

Datasets. In order to be comparable with the existing bench-
marks [21, 28, 49], we employ four commonly used au-
tonomous driving datasets, as outlined in Tab. 1. The variety
of datasets allows us to thoroughly validate our claims. Dif-
ferences in the number of LiDAR beams and vertical field-
of-view induce vastly different numbers of points per-sample
(i.e. per LiDAR point cloud). Diverse LiDAR configurations
create unique sampling patterns, biasing detection models
towards their source data. This is evident in their poor cross-
domain performance, as demonstrated in our subsequent
evaluations.

Metrics. Following the established evaluation protocols [62,
63], we use the KITTI [12] evaluation metrics in all our
experiments. If not stated otherwise, we utilize three main



Dataset Location #Beams PPS VFOV

KITTI [12] Germany 64 118k  [—23.6°, 3.2°]
Waymo [50] USA 64 160k [—17.6°, 2.4°]
nuScenes [2]  USA/Singapore 32 25k [—30.0°,10.0°]
ONCE[35]  China 40 70k [—25.0°,15.0°]

Table 1. Characteristics of datasets used in our experiments, in-
cluding their geographic location, number of LiDAR beams, points
per-scan (PPS), and vertical field-of-view.

classes: Car (i.e. Vehicle for Waymo), Pedestrian and Cyclist.
We report Average Precision (AP) computed over 40 recall
points and mean AP (mAP) over all classes. The Intersection
over Union (IoU) thresholds are set at 0.7, 0.5 and 0.5 for
Car, Pedestrian and Cyclists, respectively.

Baselines. As a baseline, we report the performance of a
model trained with default configuration, i.e., its standard
training settings (learning rate, number of epochs, efc.) and
standard 3D data augmentations (ground truth sampling,
rotation, scaling, and flipping). We compare this model
with state-of-the-art single-source [7, 21, 28] and multi-
source [49] domain generalization (DG) methods. To demon-
strate our contributions, we train the default model again but
replace the global inputs with our proposed method, as de-
scribed in Sec. 3. For this, we do not employ any specialized
data augmentation techniques, model parameter search, or
hyperparameter optimization. For the evaluation, we simply
select the last checkpoint.

4.1. Single-source Domain Generalization

Single-source domain generalization aims to train a model
on a single source domain and generalize its performance
to unseen target domains. In our experiments, we follow
established benchmarks [21, 28, 62, 63] and test our method
on three different dataset configurations: Waymo—KITTI,
nuScenes—KITTI and Waymo—nuScenes. For apples-to-
apples comparisons with other DG methods [7, 21, 28, 28],
we use the same detector and point cloud configuration:
We train Voxel R-CNN [8], limit the LiDAR range to
[—75.2m, —75.2m, —2m, 75.2m, 75.2m, 4m] and utilize a
voxel size of [0.1m, 0.1m,0.15m]. To train the model, we
leveraged the OpenPCDet' framework.

We compare our method to PA-DA [7] and 3D-VF [21],
which use different specialized data augmentation tech-
niques to improve model generalization. Additionally, we
also benchmark our method against the state-of-the-art by
Li et al. [28], which uses a multi-task learning strategy
in addition to a novel data augmentation technique. More-
over, they exploit a point cloud reconstruction task for test-
time training. On the contrary, our method does not rely
on heavy data augmentation, additional training tasks, or
test-time training. We simply train the baseline model with
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our GBlobs input features, using the default configuration.
Our simple, yet highly effective approach surpasses existing
DG approaches as shown in Tab. 2, achieving substantial
improvements of over 21 and 12 mAP in Waymo—KITTI
and nuScenes—KITTI, respectively. While the relatively
small improvement observed in the Waymo—nuScenes ex-
periment is discussed in detail in our ablation studies, the
detector’s inability to bridge the dense-to-sparse gap — a well-
known challenge in 3D object detection [9, 58] — remains a
primary limitation.

For additional insights, we replicate the KITTI—Waymo
evaluation from 3D-VF [21]: We train three detectors (Point-
Pillars [20], SECOND [61], and Part-AZ2 [47]) using their de-
fault configurations (see supplementary material for details)
and simply exchange their default global input features with
our GBlobs. We evaluate these models on the full KITTI (in-
domain) and Waymo eval split, using the Car/Vehicle class.
Analogous to 3D-VF, we report AP with a 3D IoU of 0.7 for
KITTI and 0.5 for Waymo. As shown in Tab. 3, our input
encoding outperforms 3D-VF by over 4, 13, and 4 AP points
using PointPillars, SECOND, and Part-A2, respectively. Our
proposed input encoding and standard detector settings were
sufficient to achieve significant improvement without any
specialized data augmentation. We observed that data aug-
mentation tailored for the target domain can often negatively
impact performance on the source domain, as demonstrated
in the KITTI evaluation of Tab. 3. In contrast, our approach is
unaffected by this issue and even outperforms other methods
in in-domain evaluation.

4.2. Multi-source Domain Generalization

Multi-source DG trains models that can effectively general-
ize to unseen data from different distributions. By leveraging
multiple source domains, the model can capture underlying
patterns and invariant features that are common to all do-
mains, enabling it to perform well on novel, unseen target
domains. This approach is particularly valuable in scenarios
where target domain data is limited or unavailable, making it
a crucial tool for real-world applications, especially in fields
like autonomous driving.

Given the limited research on LiDAR-based 3D object
detection in multi-source domain generalization, we bench-
mark our approach against the state-of-the-art MDT3D [49].
Following their leave-one-out strategy (where one dataset
is used for testing and the others for training), we train a
CenterPoint [65] model on three of the four widely used
autonomous driving datasets (KITTI [12], Waymo [50],
nuScenes [2], and ONCE [2]) and evaluate on the remaining
one. To ensure a fair comparison with MDT3D, we apply
their uniform data subsampling schema and use the same Li-
DAR range [—75.2m, —75.2m, —2m, 75.2m, 75.2m, 4m]
and voxel size [0.1m,0.1m,0.2m]. Detailed experiment
configurations are provided in the supplemental material.
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Tasks Methods Car Pedestrian Cyclist mAP
Voxel R-CNN [§] 66.65/19.27 66.55/64.00 63.04/57.11 65.41/46.79
PA-DA[7] 65.82/17.61 66.40/63.88 61.30/56.23 64.51/45.91
Waymo — KITTI 3D-VF[21] 66.72/19.37  66.21/63.12  62.74/56.44  65.22/46.31
Li et al. [28] 69.90/20.21 63.24/62.59 63.27/57.21 65.47/46.67
Voxel R-CNN w/ GBlobs  87.33/78.75 69.47/65.98 63.63/58.72 73.48/67.82
Voxel R-CNN [8§] 66.93/28.80 23.39/18.65 19.23/15.76  36.52/21.07
PA-DA [7] 65.09/32.44 18.73/14.94 18.66/1591 34.16/21.10
nuScenes — KITTI ~ 3D-VF [21] 65.36/29.21 24.85/20.87 22.13/19.31 37.45/23.13
Li et al. [28] 73.58/33.11 30.01/23.73 22.93/18.62 42.17/25.15
Voxel R-CNN w/ GBlobs  80.95/53.98 38.33/33.22 29.18/25.68 49.48/37.62
Voxel R-CNN [8] 31.20/19.13  10.52/ 8.39  0.75/ 0.55 14.16/ 9.36
PA-DA[7] 29.43/18.06 10.84/ 8.43  0.82/ 0.43 13.70/ 8.97
Waymo — nuScenes 3D-VF[21] 30.17/1891 10.54/ 7.23  0.76/ 0.78 13.82/ 8.97
Li et al. [28] 36.04/22.25 14.48/10.56  1.15/ 0.95 17.22/11.26
Voxel R-CNN w/ GBlobs  32.08/20.08 11.60/ 9.13  5.67/ 5.10 16.45/11.44

Table 2. Single-source domain generalization experiments using Voxel R-CNN [8]. Following Li et al. [28], we trained a Voxel R-CNN
detector on all three classes (Car/Vehicle, Pedestrian, Cyclist) simultaneously and evaluated performance using Average Precision (AP)
on Bird’s-eye View (BEV) /3D views at 40 recall positions. Intersection over Union (IoU) thresholds of 0.7, 0.5, and 0.5 were used for
Car/Vehicle, Pedestrian, and Cyclist, respectively. For KITTI evaluation, we report the average AP across all difficulty levels (Easy, Moderate,
Hard). Additionally, we provide the mean AP over the three classes. The best value in each category is highlighted in bold.

Model Method KITTI Waymo
Default 77.11 40.86
PointPil. [20] 3D-VF[21] 77.13 44.61
w/ GBlobs 78.75 48.92
Default 78.68 42.45
SECOND [61] 3D-VF[21] 78.56 43.51
w/ GBlobs 81.61 56.52
Default 79.16 49.76
Part-A? [47] 3D-VF[21]  79.26 56.08
w/ GBlobs 82.29 60.20

Table 3. Following 3D-VF [21], we trained three detectors on the
KITTI dataset (Car class only), and evaluated them on KITTI
(Moderate difficulty, IoU threshold 0.7) and Waymo (IoU threshold
0.5) using 3D Average Precision (AP).

In Tab. 4, we report the mean Average Precision (mAP)
computed over all classes for each dataset. Following [49],
for KITTI, we report the moderate difficulty, whereas for
the others there is no such categorization. Unlike MDT3D,
which uses multi-domain data mixing, our method employs
the standard CenterPoint configuration with default aug-
mentations (ground truth sampling, rotation, scaling, and
flipping) and no additional hyperparameter tuning. Without
any bells and whistles our method exhibits tremendous im-
provements over MDT3D of around 17, 12 and 5 mAP for
Waymo, KITTI and ONCE. Similar to Sec. 4.1, extremely

sparse neighborhoods (i.e. nuScenes) poses a challenge, as
we further investigate within our ablation studies.

4.3. Ablation Studies

Input Feature Impact. In Tab. 5, we compare the per-
formance of models trained on different input features for
in- and cross-domain evaluation. Our results show that the
choice of input features has little impact on the in-domain
performance. However, local features significantly outper-
form global and hybrid (combined local and global) features
in the cross-domain scenario. There, our proposed GBlobs,
i.e. (b, Y), achieve the best result.

In-domain Performance. While 3D-VF [21] found varying
levels of in-domain performance among different 3D detec-
tors (similar to our Tab. 3), Li et al. [28] and MDT3D [49] do
not report any in-domain evaluation results. Given that their
data augmentation strategies are focused on target datasets,
it is likely that their model performance on the source dataset
would degrade, although the extent is uncertain. While our
Gaussian blobs outperform these methods in competitive do-
main generalization (DG) benchmarks, the impact of our ap-
proach on in-domain performance remains unclear. To assess
this, we evaluated various detectors on different autonomous
driving datasets, as shown in Table 6. Our experiments on the
KITTI dataset (Tab. 6a) show that our input features surpass
the default detector in all classes. Additionally, our method
improves a DSVT (Pillar) transformer [55] by over 3 mAP
on the Waymo dataset (Tab. 6b).



Method KITTI ONCE nuScenes Waymo mAP
KITTI 9.90 1.60 3.00 4.83
ONCE 43.00 5.80 13.00  20.60
nuScenes 12.60  10.70 0.90 8.06
Waymo 3420 28.80 7.20 23.40
MDT3D [49] 41.80  32.28f 11.00 6.40 2287
CP w/ GBlobs 53.92 37.77 8.15 23.81 3091

Table 4. Multi-source DG results. The top part presents the results for a vanilla CenterPoint [65] (CP) detector, trained exclusively on
single domains (leftmost column) and evaluated on all datasets. For each dataset, we report mean Average Precision (mAP) over all classes
(columns KITTI-Waymo) and across all datasets, excluding in-domain experiments (rightmost column). The bottom part presents the
multi-source DG results following MDT3D’s leave-one-out strategy, i.e. CenterPoint is trained with our GBlobs as input features on three

datasets and evaluated on the fourth. T: in Tab. 7 of MDT3D [49], the mAP is wrongly calculated; we report the corrected value.

global d X n—n n—K
v 30.21/22.49  36.52/21.07
v v 29.79/22.37  36.58/22.45
v 29.29/21.84  48.61/35.95
v’ 28.51/21.13  49.02/37.60
v v 29.33/2190  49.48/37.62

Table 5. Impact of different input features on Voxel R-CNN [8].
We evaluate the in-domain nuScenes—nuScenes (n—n) and cross-
domain nuScenes—KITTI (n—K) performance. We report mAP,
computed over all three classes, on BEV / 3D views at 40 recall
positions. We denote standard training with global features (i.e.
Cartesian coordinates) as ”global”. d and ¥ are features computed
as in Eq. (3) and Eq. (2), respectively.

Method Car Pedestrian Cyclist mAP
SEC. [61] 88.2/80.9  54.2/49.8 68.0/63.1  70.1/64.6
SEC. w/ GBlobs  88.8/81.0  55.7/50.4  69.0/64.5 71.2/65.3

(a) In-domain evaluation of SECOND [61] on the KITTI val split (Moderate
case), reporting Average Precision (AP) BEV/3D for IoU thresholds of 0.7
(Car) and 0.5 (Pedestrian and Cyclist).

Method Vehicle Pedestrian Cyclist mAP
DSVT [55] 74.1/6577  73.3/65.4  58.0/55.8  68.5/62.3
DSVT w/ GBlobs ~ 75.4/67.0  76.7/68.8  64.4/62.0  72.2/65.9

(b) In-domain evaluation on the full Waymo val split reporting L1/L2
Average Precision (AP). Models are trained on 20% of the training split.

Table 6. In-domain experiments on KITTI [12] and Waymo [50].

Different Local Descriptors. A limited subset of methods
augment point clouds with local geometric features, such
as relative distance from voxels [8] or umbrella-like hand-
crafted descriptors [43], in addition to standard global inputs.
However, models trained on such hybrid features inherit all
the disadvantages of global geometric features (see Tab. 5).
Therefore, in Tab. 7, we remove all global components (if
there are any) and compare various local point cloud features
in the Waymo—KITTI case.

Method Car Pedestrian Cyclist mAP

rel. distance [8] 84.93/74.60  68.72/65.46  60.47/55.96  71.38/65.34
surf. normals [15]  85.39/73.37  66.32/63.96  63.96/58.44  70.05/63.96
RepSurf [43] 84.45/73.47  69.41/66.87  61.98/57.70  71.95/66.02
GBlobs 87.33/78.75  69.47/65.98  63.63/58.72  73.48/67.82

Table 7. Waymo—KITTI evaluation of different local descriptors
using Voxel R-CNN [8]. We report AP on BEV /3D views at 40
recall positions and mAP computed over all three classes.

Encoding local geometry simply as relative distances is
invariant to global transformations and provides good results.
However, this encoding is limited in its ability to capture
fine-grained details, which handcrafted descriptors (e.g. Rep-
Surf [43]) can provide. Unlike RepSurf, our method does not
require surface normal estimates, which are highly sensitive
to noise [45]. Moreover, it is inherently permutational invari-
ant and does not require any point cloud sorting, yet it consis-
tently outperforms all other methods on the Waymo— KITTI
DG benchmark.

Information Retention. Voxel-based detectors (e.g. [8, 61])
average points within voxels to create per-voxel features,
which can lead to data loss. Using smaller voxels mitigates
this by increasing granularity but at a higher computational
cost. Pillar-based detectors (e.g. [20, 24]) use voxels span-
ning the full height, often employing a small PointNet [40]
to encode pillar features, though some information loss is
inevitable. Our Gaussian blobs outperform existing encoders
in preserving information: as shown in Fig. 3, larger voxels
degrade performance for both in-domain (Fig. 3a) and cross-
domain (Fig. 3b) evaluations, regardless of the encoder. Our
encoding consistently surpasses PointNet voxel encoders,
even with fewer parameters, likely because voxel encoders
struggle to reliably encode local structure from global coor-
dinates without additional supervision.

nuScenes Performance. Both single-source (Tab. 2) and
multi-source (Tab. 4) DG approaches struggle with the chal-
lenging nuScenes benchmark. This dense-to-sparse gap is a
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Figure 3. Impact of voxel size and voxel feature encoder for Voxel
R-CNN [8], trained on Waymo and evaluated for the (a) in-domain
and (b) cross-domain setting. Best viewed on screen.

well-known challenge in 3D object detection [9, 58]. While
our GBlobs consistently yields significant improvements
across all other benchmarks, the achievable performance on
nuScenes is on-par with default global input features.

Compared to Waymo and KITTI, nuScenes has signif-
icantly fewer points per LiDAR frame (recall Tab. 1) and
a distribution that is skewed towards the lower range: only
about 1.5k voxels (6% of the total) contain more than three
points, while 94% of all nuScenes voxels contain only one or
two points. The underdetermined system, lacking sufficient
data to estimate the covariance matrix as per Eq. (2), results
in a degenerate mean-only case. This is because the covari-
ance matrix values are forced to zero, significantly limiting
the model’s ability to capture complex data distributions and
leading to poor nuScenes performance. However, we antici-
pate that with the constant sensor improvements, such sparse
LiDAR point-clouds (e.g. sparser than nuScenes) will soon
become obsolete, making this generalization scenario highly
unlikely in real-world autonomous driving applications.
Sparsity Influence. To evaluate the impact of sparsity on
our input representation, we conduct two experiments: an in-
domain evaluation on KITTI [12] using SECOND [61] and
a cross-domain nuScenes—KITTI evaluation using Voxel
R-CNN [8]. The in-domain model was trained using the
standard KITTI configuration, while the cross-domain ex-
periment followed the setup described in Sec. 4.1. In both
cases, we report mean Average Precision (mAP) computed
over the Car, Pedestrian, and Cyclist classes.

During testing, we uniformly sampled the input point
cloud to retain a specified portion of the points, discarding
the rest. As illustrated in Fig. 4, a higher point cloud density
correlates with improved precision for both in-domain and
cross-domain experiments. Conversely, reducing the number
of input points resulted in a decrease in performance.

In Fig. 4a, reducing the number of input points transforms
the task into a domain generalization problem. In such cases,
as previously shown, our method excels. Even when 90% of
the data points were discarded, the model trained with our
inputs outperformed the original by over 10 mAP.

Our sparse cross-domain experiment in Fig. 4b reveals

0] A
0

ub points
s Scenes
SECOND w/ GBlobs ‘

SECOND w/ GBlobs SECOND
10 5 SECOND w/ ayz + GBlobs

0% 30% 20%  10% 0% 80% 0% 6
r

(a) In-domain: SECOND [61] on (b) Cross-domain: Voxel R-CNN [8]
KITTI—"sparser KITTI". on nuScenes—"sparser KITTI”.

Figure 4. Extreme sparsity evaluation: detectors trained on complete
point clouds were evaluated on gradually sub-sampled KITTI point
clouds at test time, both for the (a) in-domain and (b) cross-domain
setting. Best viewed on screen.

that in the extreme “sparse-to-sparser” case, where the target
dataset has far fewer points than the already sparse source
dataset, global point cloud features outperform local features.
At around 25% remaining points, a subsampled KITTI frame
has roughly the same number of points as nuScenes, indi-
cating that global location data should be preferred when
a detector is pre-trained on sparse data and local neighbor-
hoods are unreliable. However, this scenario is unlikely in
real-world applications. Notably, as sparsity increases, the
combined model (zyz + GBlobs) degrades less significantly
than GBlobs alone, suggesting it leverages GBlobs in dense
voxels while relying on global coordinates elsewhere.

5. Conclusion

In this work, we emphasized the critical role of local point
cloud geometry in building robust LiDAR-based 3D detec-
tion models. Our evaluations revealed that relying solely on
standard global input features leads to poor cross-domain
generalization. To address this limitation, we introduced a
highly efficient, parameter-free approach that can be seam-
lessly integrated into any 3D object detector: encoding local
point cloud geometry using Gaussian blobs. Our method,
GBlobs, has been extensively validated across a range of
detectors and benchmark scenarios, demonstrating compet-
itive in-domain performance (on par with standard global
features) while achieving significant improvements in cross-
domain generalization.
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GBlobs: Explicit Local Structure via Gaussian Blobs for Improved Cross-Domain
LiDAR-based 3D Object Detection

Supplementary Material

This supplementary material details the experimental
setup (App. A), presents further findings on the influence
of local and global features on LiDAR-based 3D object de-
tection (App. B), and provides a qualitative analysis of our
results (App. O).

A. Experimental Setup

To ensure reproducibility (besides the provided source code),
we present detailed information about our experimental setup
in Tab. 8. If not specified otherwise, we use default settings
from OpenPCDet”.

Our models were trained on the entire KITTI and
nuScenes training sets, along with 20% of the Waymo dataset
(a standard practice in the field). In all our experiments (ex-
cept KITTI-=Waymo in Tab. 3 of the main manuscript),
we trained the models to simultaneously predict Cars/Vehi-
cles, Pedestrians, and Cyclists. For fair comparison with 3D-
VF [21], we trained the detector to predict only Cars/Vehicles
in KITTI->Waymo. We employed standard data augmen-
tation techniques, including random sampling, point cloud
rotation, scaling, and flipping.

We use the KITTI metric [12] for evaluation (except in
Tab. 6b of the main manuscript), reporting Average Pre-
cision (AP) on Bird’s-eye View (BEV) / 3D views at 40
recall positions. For the in-domain Waymo evaluation in Tab.
6b (main manuscript), we report LEVEL_1 /LEVEL_2 AP
(standard Waymo metric). We use Intersection over Union
(IoU) thresholds of 0.7, 0.5, and 0.5 for Cars, Pedestrians,
and Cyclists, respectively. KITTI—Waymo in Tab. 3 (main
manuscript) uses an IoU threshold of 0.5 for Cars to ensure
fair comparison. We utilize the complete validation sets of all
datasets to assess the performance of our proposed method.

B. Height Bias

Autonomous driving datasets define different reference
points for LiDAR point clouds, e.g. Waymo [50] aligns
the height axis origin with the road, while KITTI [12] and
nuScenes [2] use the vehicle’s mounting point. This inher-
ently introduces bias into the network. A common approach
is to manually align source and target point clouds by shift-
ing them to a shared origin [62, 63]. Otherwise the detectors
fail catastrophically as demonstrated in Tab. 9. Although this
is not a critical issue in our controlled setting, a detector
trained with such bias could pose a significant risk in real-
world applications. Our GBlobs are not affected by biases
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associated with global input features, as they encodes local
point cloud geometry.

C. Qualitative Results

In order to depict benefits of training a model with our
GBlobs as input features, we conduct following qualitative
analysis. We apply a nuScenes trained Voxel R-CNN detec-
tor to a challenging KITTI scene featuring a slightly curved
road. Such detectors, trained with standard global input fea-
tures, often predict false positives, even in areas without
object indications.

A similar phenomenon can be observed with the SEC-
OND [61] detector employed in the KITTI—Waymo bench-
mark in Fig. 7. It is noteworthy that SECOND, trained on
KITTI, a dataset consisting primarily of small and mid-size
European sedans, has never seen anything that resembles
aerial work platforms during training. Nevertheless, when
trained with global features and applied on Waymo (which
has such object labeled as Vehicles), it manages to produce a
detection at this location with high certainty (orange arrows
in Fig. 7a). We hypothesize that the detector’s prediction was
influenced by specific points at specific heights. Given its
training, such detections are unexpected. This raises the ques-
tion of how many other detections, which are false positives,
such detector produces. A model trained with our GBlobs
did not make such uneducated guess (Fig. 7b).
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Table Dataset Name Range Voxel Size Optimizer BS E
Name LR WD

b2 Waymo[S0]  VoxelRCNN[8]  [-75.2 ,-75.2 ,-2,75.2 ,75.2 ,4] [0.1 ,0.1 ,0.15] Adam 1 x 1072 1x107% 32 30
) nuScenes [2]  Voxel R-CNN [8]  [-75.2 ,—75.2 ,—2,75.2 ,75.2 ,4] [0.1 ,0.1 ,o 15]  Adam 1x1072 1x107% 32 30
KITTI [12] PointPillars [20] [ 0.0 ,-39.68,—2,69.12,39.68,4] [0.16,0.16,6.0 ] Adam 3 x 107 1x1072 32 80

Tab.3  KITTI[12] SECOND [61] [ 00 ,-40.0 ,—3,70.4 ,40.0 ,1] [0.16,0.16,6.0 ] Adam 3 x 107 1x1072 32 80
KITTI [12] Part-A? [7] [ 00 ,-40.0 ,—3,70.4 ,40.0 ,1] [0.16,0.16,6.0 ] Adam 1x 1072 1x1072 32 80

Tab.4  x CenterPoint [65]  [=75.2 ,—75.2 ,—3,75.2 ,75.2 ,5]  [0.10,0.10,0.20] Adam 3 x107% 1x10"2 32 30
Tab.5  nuScenes[2]  Voxel R-CNN[8] [-75.2 ,—75.2 ,—2,75.2 ,75.2 ,4] [O. ,0.15]  Adam  1x 1072 1x107% 32 30
Tab.6  KITTI[I2] SECOND [61] [ 0.0,-40.0 ,-3,70.4 ,40.0 ,1] [0.16,0.16,6.0 ] Adam 3x 107 1x1072 32 80
Tab.6a ~ Waymo [50]  DSVT [55] [—74.88, —74.88, —2,74.88,74.88,4]  [0. 32 0 32 6.0] Adam 3x107%® 5x107% 24 30
Tab.6b  Waymo [50]  Voxel R-CNN [8]  [=75.2 ,—75.2 ,—2,75.2 ,75.2 ,4] [0. ,0.15]  Adam 1x107% 1x107% 32 30

Table 8. Complete experimental setup for each table from the main manuscript. We specify the source domain, where * specifies all except
the target dataset for our multi-source domain generalization. We report LiDAR point cloud range, voxel size, optimizer parameters (learning
rate (LR), weight decay (WD)), batch size (BS) and the number of epochs (E) used for training.

z-alignment Method Car Pedestrian Cyclist mAP
v Voxel R-CNN [8] 66.93/28.80 23.39/18.65 19.23/15.76  36.52/21.07
Voxel R-CNN [8] w/ GBlobs  80.95/53.98 38.33/33.22 29.18/25.68 49.48/37.62
X Voxel R-CNN [8] 54.61/20.83 10.51/ 7.68  5.88/ 5.12 23.66/11.21
Voxel R-CNN [8] w/ GBlobs ~ 80.84/55.05 37.93/33.24 28.62/24.60 49.13/37.63

Table 9. Influence of z-alignment on detector trained with different input features. We trained Voxel R-CNN [8] on nuScenes [2] using all
three classes (Car, Pedestrian, Cyclist) simultaneously and evaluated performance using Average Precision (AP) on Bird’s-eye View (BEV) /
3D views at 40 recall positions. Intersection over Union (IoU) thresholds of 0.7, 0.5, and 0.5 were used for Car, Pedestrian, and Cyclist,
respectively. We evaluate the performance on KITTI [12], where we report the average AP across all difficulty levels (Easy, Moderate, Hard).
Additionally, we provide the mean AP over the three classes. The best value in each category is highlighted in bold.
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Figure 6. Qualitative evaluation of Voxel R-CNN [8] on a nuScenes— KITTI benchmark thresholded at 0.5. Ground truth detections are
shown in green. Detections from a model trained on standard global input features and our GBlobs are depicted in blue (a) and purple (b),
respectively. False positive detections are marked with red arrows. The color of the point cloud represents the height.
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Figure 7. Qualitative evaluation of SECOND [61] on a KITTI—Waymo benchmark thresholded at 0.5. Ground truth detections are shown in
green. Detections from a model trained on standard global input features and our GBlobs are depicted in blue (a) and purple (b), respectively.
False positive and false negative detections are marked with red and yellow arrow, respetively. Detections which are dubious are markes with
orange arrow. The color of the point cloud represents the height.
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